
188 CHAPTER 6  CONTINUOUS PROBABILITY DISTRIBUTIONS

In this chapter we turn to the study of continuous random variables. Specifi cally, we 

discuss three continuous probability distributions: the uniform, the normal and the 

exponential. A fundamental difference separates discrete and continuous random vari-

ables in terms of how probabilities are computed. For a discrete random variable, the 

probability function p(x) provides the probability that the random variable assumes a 

particular value. With continuous random variables the counterpart of the probability 

function is the probability density function, denoted by f(x). The difference is that the 

probability density function does not directly provide probabilities. However, the area 

under the graph of f(x) corresponding to a given interval does provide the probability that 

the continuous random variable X assumes a value in that interval. So when we compute 

probabilities for continuous random variables we are computing the probability that the 

random variable assumes any value in an interval.

One of the implications of the defi nition of probability for continuous random varia-

bles is that the probability of any particular value of the random variable is zero, because 

the area under the graph of f(x) at any particular point is zero. In Section 6.1 we demon-

strate these concepts for a continuous random variable that has a uniform distribution.

Much of the chapter is devoted to describing and showing applications of the normal 

distribution. The main importance of normal distribution is its extensive use in statisti-

cal inference. The chapter closes with a discussion of the exponential distribution.

6.1  Uniform probability distribution

Consider the random variable X representing the fl ight time of an aeroplane travelling 

from Graz to Stansted. Suppose the fl ight time can be any value in the interval from 120 

minutes to 140 minutes. Because the random variable X can assume any value in that 

interval, X is a continuous rather than a discrete random variable. Let us assume that 

suffi cient actual fl ight data are available to conclude that the probability of a fl ight time 

within any 1-minute interval is the same as the probability of a fl ight time within any 

other 1-minute interval contained in the larger interval from 120 to 140 minutes. With 

every 1-minute interval being equally likely, the random variable X is said to have a 

uniform probability distribution.

1 Understand the difference between how 

probabilities are computed for discrete and 

continuous random variables.

2 Compute probability values for a continuous 

uniform probability distribution and be able to 

compute the expected value and variance for such 

a distribution.

3 Compute probabilities using a normal probability 

distribution. Understand the role of the standard 

normal distribution in this process.

4 Use the normal distribution to approximate 

binomial probabilities.

5 Compute probabilities using an exponential 

probability distribution.

6 Understand the relationship between the Poisson 

and exponential probability distributions.

Learning objectives

After reading this chapter and doing the exercises, you should be able to:
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